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Abstract: In data mining, association rule mining is 

the most important technique in research point of 

view. Previous data transaction will be analyzed to 

identify the customer purchasing behavior which is 

used to improve the business to take the decisions 

based on the association rules.   Researchers 

presented a lot of approaches and algorithms for 

determining association rules. This paper discusses 

few approaches for mining association rules. In this 

paper we study several aspects in this direction and 

analyze the previous research. So that we come with 

the advantages and disadvantages. 
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Introduction: 

 
Mining association rules is a vital trip. Past exchange 

data may be stone-broke all the way down to notice 

consumer shopping for practices specified the 

character of business alternative may be improved. 

The association rules depict the associations among 

things within the intensive info of consumer 

transactions. However, the span of the info may be 

intensive. A huge amount of examination work has 

been committed to the current region, and led to such 

methods as k-anonymity [1], data perturbation [2], 

[3], [4], [5], and data mining based on [6], [7]. 

 

Association Rule Mining (ARM) is the most widely 

used topic in data mining. ARM may be utilised for 

identifying hidden relationship between things. By 

given a consumer indicated limit, otherwise referred 

to as least bolster, the mining of affiliation principles 

will notice the entire arrangement of incessant 

examples. That is, before the bottom backing is 

given, the entire arrangement of normal examples is 

resolved [8]. Keeping in mind the top goal to recover 

additional connections among things, shoppers might 

confirm a moderately bring down least bolster 

[8].ARM is likewise thought of concerning sector 

wicker bin examination, that is that the investigation 

of the itemset which may be stone-broke down when 

the consumer shopping for within the shopping 

precinct [8]. it's abundant a similar because the 

examination of the consumer of getting conduct. 

Affiliation administers in addition utilised as a 

section of various zones, for instance, 

telecommunication systems, sector, hazard 

administration and stock management etc.[8][9].  

In [10] author recommends that data processing is 

used everywhere the place and plenty of knowledge 

area unit assembled: in business, to analyses client 

behavior or optimize production and sales [1].This 

means the exploration course in an exceedingly few 

fields. we will utilize ARM and data mining 

application in social welfare, therapeutic info, 

arrangement and change of integrity these ways with 
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alternative approach wide expands the potential 

conduct and relevancy.  

In [11] author proposes that an outsized variety of the 

specialists area unit for the foremost half targeted 

around discovering the positive tips simply 

nonetheless they not find the negative affiliation 

rules. However, it's in addition essential in 

examination of perceptive data. It works within the 

inverse approach of positive principle finding. Be 

that because it might, issue with the negative 

affiliation commonplace is it utilizes expansive area 

and may put aside additional chance to supply the 

principles as distinction with the customary mining 

affiliation guideline. So better optimization technique 

can find a better solution in the above direction. 

 

Related Work: 

 

In 2011, WeiminOuyang et al. [12] suggest three 

limitations of traditional algorithms for mining 

association rules. 

Firstly, it cannot concern quantitative attributes; 

secondly, it finds out frequent itemsets based on the 

single one userspecified minimum support threshold, 

which implicitly assumes that all items in the data 

have similar frequency; thirdly, only the direct 

association rules are discovered. They propose 

mining fuzzy association rules to address the first 

limitation. In this they put forward a discovery 

algorithm for mining both direct and indirect fuzzy 

association rules with multiple minimum supports to 

resolve these three limitations. 

 

In 2012, YihuaZhong et al. [13] suggest that 

association rule is an important model in data mining. 

However, traditional association rules are mostly 

based on the support and confidence metrics, and 

most algorithms and researches assumed that each 

attribute in the database is equal. In fact, because the 

user preference to the item is different, the mining 

rules using the existing algorithms are not always 

appropriate to users. By introducing the concept of 

weighted dual confidence, a new algorithm which 

can mine effective weighted rules is proposed by the 

authors. The case studies show that the algorithm can 

reduce the large number of meaningless association 

rules and mine interesting negative association rules 

in real life. 

 

In 2012, He Jiang et al. [14] support the technique 

that allows the users to specify multiple minimum 

supports to reflect the natures of the itemsets and 

their varied frequencies in the database. It is very 

effective for large databases to use algorithm of 

association rules based on multiple supports. The 

existing algorithms are mostly mining positive and 

negative association rules from frequent itemsets. But 

the negative association rules from infrequent 

itemsets are ignored. Furthermore, they set different 

weighted values for items according to the 

importance of each item. Based on the above three 

factors, an algorithm for mining weighted negative 

association rules from infrequentitemsets based on 

multiple supports(WNAIIMS) is proposed by the 

author. 

 

In 2012, IdhebaMohamad Ali O. Swesi et al. [15] 

study is to develop a new model for mining 

interesting negative and positive association rules out 

of a transactional data set. Their proposed model is 
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integration between two algorithms, the Positive 

Negative Association Rule (PNAR) algorithm and 

the Interesting Multiple Level Minimum Supports 

(IMLMS) algorithm, to propose a new approach 

(PNAR_IMLMS) for mining both negative and 

positive association rules from the interesting 

frequent and infrequent item sets mined by the 

IMLMS model. The experimental results show that 

the PNAR_IMLMS model provides significantly 

better results than the previous model. 

 

In 2012, WeiminOuyang [16] suggest that traditional 

algorithms for mining association rules are built on 

the binary attributes databases, which has three 

limitations. Firstly, it cannot concern quantitative 

attributes; secondly, only the positive association 

rules are discovered; thirdly, it treat each item with 

the same frequency although different item may have 

different frequency. So he puts forward a discovery 

algorithm for mining positive and negative fuzzy 

association rules to resolve these three limitations. 

 

In 2012, XiaofengZheng et al. [17] presented the 

theory, question and resolution of application of 

rough set in mining association rules. And it 

presented resolve the relation of support, confidence 

and the amount of rules by rough set analysis 

originally. According to the authors the entire 

conclusions were proved in data mining in provincial 

road transportation management information System. 

 

Association Rules: 

 

 From 1993 [18] the task of association rule mining 

has received a great deal of attention. Today the 

mining of such rules is still one of the most popular 

pattern discovery methods in KDD. In brief, an 

association rule is an expression X⇒Y, where X and 

Y are sets of items. The meaning of such rules is 

quite intuitive: Given a database D of transactions 

where each transaction TϵD is a set of items - X⇒Y 

expresses that whenever a transaction T contains X 

than T probably contains Y also. The probability or 

rule confidence is defined as the percentage of 

transactions containing Y in addition to X with 

regard to the overall number of transactions 

containing X. That is, the rule confidence be 

understood as the conditional probability p 

(Y⊆T|X⊆T). 

The idea of mining association rules originates from 

the analysis of market-basket data where rules like A  

customer who buys products x1 and x2 will also buy 

product y with probability are found. Their direct 

applicability to business problems together with their 

inherent understandability even for non data mining 

experts made association rules a popular mining 

method. Moreover it became clear that association 

rules are not restricted to dependency analysis in the 

context of retail applications, but are successfully 

applicable to a wide range of business problems 

 

When mining association rules there are mainly two 

problems to deal with: First of all there is the 

algorithmic complexity. The number of rules grows 

exponentially with the number of items. Fortunately 

today's algorithms are able to efficiently prune this 

immense search space based on minimal thresholds 

for quality measures on the rules.  

Second, interesting rules must be picked from the set 

of generated rules. This might be quite costly because 
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the generated rule sets normally are quite large { e.g. 

more than 100; 000 rules are not uncommon } and in  

contrast the percentage of useful rules is typically 

only a very small fraction. The work on concerning 

the second problem mainly focuses on supporting the 

user when browsing the rule set, e.g. [19] and the 

development of further useful quality measures on 

the rules, e.g. [20; 21; 22]. 

 

Algorithms: 

 

We first give an overview of the AIS [18] and SETM 

[23] algorithms against which we compare the 

performance of the Apriori and AprioriTid 

algorithms. We then describe the synthetic datasets 

used in the performance evaluation and show the 

performance results. Finally, we describe how the 

best performance features of Apriori and AprioriTid 

can be combined into an AprioriHybrid algorithm 

and demonstrate its scale-up properties. 

 

The most popular algorithm of this type is Apriori 

were also the downward closure property of itemset 

support was introduced. Apriori makes additional use 

of this property by pruning those candidates that have 

an infrequent subset before counting their supports. 

This optimization becomes possible because BFS 

ensures that the support values of all subsets of a c 

candidate are known in advance. Apriori counts all 

candidates of a  cardinality k together in one s an 

over the database. The critical part is looking up the 

candidates in each of the transactions. The items in 

each transaction are used to des end in the hashtree. 

Whenever we reach one of its leafs, we find a set of 

candidates having a common prefix that is contained 

in the transaction. Then these candidates are searched 

in the transaction that has been en coded as a bitmap 

before. In the case of success the counter of the  

candidate in the tree is incremented. AprioriTID is an 

extension of the basi Apriori approach. Instead of 

relying on the raw database AprioriTID internally 

represents each transaction by the current candidates 

it contains. With AprioriHybrid both approaches are 

combined. To some extent also SETM [23] is an 

Apriori (TID)-like algorithm which is intended to be 

implemented directly in SQL. 

 

The AIS Algorithm  

 

Candidate itemsets are generated and counted on- 

the-y as the database is scanned. After reading a 

transaction, it is determined which of the itemsets 

that were found to be large in the previous pass are 

contained in this transaction. New candidate itemsets 

are generated by extending these large itemsets with 

other items in the transaction. A large itemset l is 

extended with only those items that are large and 

occur later in the lexicographic ordering of items than 

any of the items in l. The candidates generated from a 

transaction are added to the set of candidate itemsets 

maintained for the pass, or the counts of the 

corresponding entries are increased if they were 

created by an earlier transaction.  

 

The SETM Algorithm 

The SETM algorithm [13] was motivated by the 

desire to use SQL to compute large itemsets. Like 

AIS, the SETM algorithm also generates candidates 

on- the-y based on transactions read from the 

database. It thus generates and counts every 
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candidate itemset that the AIS algorithm generates. 

However, to use the standard SQL join operation for 

candidate generation, SETM separates candidate 

generation from counting. It saves a copy of the 

candidate itemset together with the TID of the 

generating transaction in a sequential structure. At 

the end of the pass, the support count of candidate 

itemsets is determined by sorting and aggregating this 

sequential structure. 

SETM remembers the TIDs of the generating 

transactions with the candidate itemsets. To avoid 

needing a subset operation, it uses this information to 

determine the large itemsets contained in the 

transaction read. Lk _ Ck and is obtained by deleting 

those candidates that do not have minimum support. 

Assuming that the database is sorted in TID order, 

SETM can easily _nd the large itemsets contained in 

a transaction in the next pass by sorting Lk on TID. 

In fact, it needs to visit every member of Lk only 

once in the TID order, and the candidate generation 

can be performed using the relational merge-join 

operation [13]. 

The disadvantage of this approach is mainly due to 

the size of candidate sets Ck. For each candidate 

itemset, the candidate set now has as many entries as 

the number of transactions in which the candidate 

itemset is present. Moreover, when we are ready to 

count the support for candidate itemsets at the end of 

the pass, Ck is in the wrong order and needs to be 

sorted on itemsets. After counting and pruning out 

small candidate itemsets that do not have minimum 

support, the resulting set Lk needs another sort on 

TID before it can be used for generating candidates in 

the next pass. 

 

Experiments: 

AprioriHybrid scales up as the number of 

transactions is increased from 100,000 to 10 million 

transactions. We used the combinations (T7.I3), 

(T11.I5), and (T21.I7) for the average sizes of 

transactions and itemsets respectively. The sizes of 

these datasets for 10 million transactions were 

242MB, 442MB and 842MB respectively. The 

minimum support level was set to 0.75%. The 

execution times are normalized with respect to the 

times for the 100,000 transaction datasets in the first 

graph and with respect to the 1 million transaction 

dataset in the second. As shown, the execution times 

scale quite linearly. 

Next, we examined how AprioriHybrid scaled up 

with the number of items. We increased the number 

of items from 1000 to 10,000 for the three parameter 

settings T5.I2.D100K, T10.I4.D100K and 

T20.I6.D100K. All other parameters were the same 

as for the data in Table 3. We ran experiments for a 

minimum support at 0.75%, and obtained the results 

shown in Figure 9. The execution times decreased a 

little since the average support for an item decreased 

as we increased the number of items. This resulted in 

fewer large itemsets and, hence, faster execution 

times. 

Finally, we investigated the scale-up as we increased 

the average transaction size. The aim of this 

experiment was to see how our data structures scaled 

with the transaction size, independent of other factors 

like the physical database size and the number of 

large itemsets. We kept the physical size of the 

database roughly constant by keeping the product of 

the average transaction size and the number of 

transactions constant. The number of transactions 
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ranged from 200,000 for the database with an average 

transaction size of 5 to 20,000 for the database with 

an average transaction size 50. Fixing the minimum 

support as a percentage would have led to large 

increases in the number of large itemsets as the 

transaction size increased, since the probability of 

itemset being present in a transaction is roughly 

proportional to the transaction size. We therefore 

fixed the minimum support level in terms of the 

number of transactions. The results are shown in 

Figure 1. 

 

Figure 1, Transaction Size 

 

 The numbers in the key (e.g. 500) refer to this 

minimum support. As shown, the execution times 

increase with the transaction size, but only gradually. 

The main reason for the increase was that in spite of 

setting the minimum support in terms of the number 

of transactions, the number of large 

itemsets increased with increasing transaction length. 

A secondary reason was that finding the candidates 

present in a transaction took a little longer time. 

 

 

 

 

Conclusion: 

 

In this paper, we presented two new algorithms, 

Apriori and AprioriTid, for discovering all significant 

association rules between items in a large database of 

transactions. We compared these algorithms to the 

previously known algorithms, the AIS and SETM 

algorithms. We presented experimental results, 

showing that the proposed algorithms always 

outperform AIS and SETM. The performance gap 

increased with the problem size, and ranged from a 

factor of three for small problems to more than an 

order of magnitude for large problems. 
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